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Background and Purpose: Identifying effective symptoms, demographic information, and 
underlying diseases to predict COVID-19 mortality is essential. We aimed to study the effective 
clinical and symptomatic characteristics of COVID-19 mortality in hospitalized patients with 
positive polymerase chain reaction (PCR) test results.

Materials and Methods: For this study, we prospectively collected complete data on 26867 
hospitalized individuals who tested PCR positive for COVID-19 from February 20, 2020, to 
September 12, 2021, in the Khorasan Razavi Province, Iran. We analyzed the data using artificial 
neural networks (ANN) and logistic regression (LR) models.

Results: The accuracy of the ANN model was higher than the LR (90.27% versus 90.15%). The 
ten most important predictors that contributed to the prediction of death were decreasing 
consciousness level, cough, PO2 level, age, chronic kidney disease, fever, headache, smoking status, 
chronic blood diseases, and diarrhea using the ANN model.

Conclusion: In conclusion, individuals suffering from chronic diseases such as cancer, kidney and 
blood diseases, as well as immunodeficiency are at a higher risk of mortality. This important finding 
can help decision-makers and medical professionals in their efforts to consider these conditions 
and provide effective preventative measures to reduce the risk of death.
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Introduction

n December 2019, a novel coronavirus was 
identified in Wuhan, Hubei Province, China 
[1, 2]. Due to the virus’s high transmissibil-
ity, it quickly spread globally, resulting in a 
pandemic that significantly impacted daily 

life. The World Health Organization (WHO) has reported 
that the virus has now affected all countries, disrupting 
personal life, economy, and industry [3]. The first case of 
COVID-19 in Iran was confirmed to be PCR-positive on 
February 19, 2020, following the pandemic’s spread to 
various regions worldwide [4]. 

According to research, the virus can remain viable on 
surfaces from several hours to a few days and spread 
rapidly from person to person [5].  Common symptoms 
of the infection include fatigue, weakness, chest pain, 
difficulty breathing, sore throat, fever, muscular pain, 
and acute respiratory distress, although some individu-
als may be asymptomatic [5, 6]. The mortality rate for 
high-risk groups, such as older people and those with 
preexisting conditions such as cardiovascular disease, 
diabetes, chronic respiratory disease, and hypertension, 
is notably higher than in healthy individuals [7]. There 
are four classifications of COVID-19: mild, moderate, 
severe, and critical. However, most infected individuals 
present with mild symptoms [8]. Early virus detection is 
crucial in ceasing its transmission and preventing com-
plications and spread. Thus, timely diagnosis and treat-
ment are crucial to controlling the disease [8]. 

Governments have implemented various interven-
tions and strategies, such as maintaining social distanc-
ing, wearing masks, staying at home, and avoiding large 
gatherings to limit the spread of the pandemic [9]. Despite 
these efforts and several years of dealing with the disease, 
it continues to cause fatalities in many individuals [10]. 
Moreover, due to the virus’s wide distribution, genetic re-
combination is possible, leading to the emergence of new 
coronavirus strains. Therefore, it is likely that this infec-
tious disease will periodically resurface in humans [1]. 

In the current scenario, data analysts should use sta-
tistical, mathematical, and machine learning (ML) mod-
els to predict and diagnose fatalities. Providing earlier 
warnings to governments and policymakers about po-
tential deaths can aid in making informed decisions. Sta-
tistical techniques and ML algorithms have widely been 
used in the medical field with successful outcomes [11, 
12]. Studies have shown that methods such as artificial 
neural networks (ANN) and logistic regression (LR) can 
assist in disease diagnosis [13-16].

In this study, our objective was to examine the be-
havioral patterns of SARS-CoV-2 through LR and ANN. 
By analyzing these models, we could identify factors 
closely linked to the death status of individuals affected 
by the virus. We also assessed the significance of certain 
characteristics on the likelihood of dying from the virus. 
Based on these factors, we used this data to model and 
predict the disease mortality rate.

Materials and Methods

Study design and data collection

This retrospective study focused on hospitalized COV-
ID-19 patients between February 20, 2021, and Septem-
ber 12, 2021, in Khorasan Razavi Province, northeast 
Iran (Figure 1). The study investigated various aspects 
of this patient population and employed a retrospective 
design. The study population comprised individuals ad-
mitted to hospitals within Khorasan Razavi Province due 
to COVID-19 symptoms. Patients were included based 
on their doctor’s diagnosis and the necessity for hospi-
talization. The study focused on patients with positive 
polymerase chain reaction (PCR) test for COVID-19.

Sampling was conducted from the comprehensive 
records available in the Medical Care Monitoring Cen-
ter (MCMC) database. The database contained data 
extracted from questionnaires filled out by nurses dur-
ing patient care. The inclusion criteria consisted of in-
dividuals with confirmed COVID-19 diagnosis through 
PCR testing. It is important to note that Khorasan Razavi 
Province is a religious center that welcomes pilgrims 
from various parts of Iran and neighboring Muslim 
countries. Before analysis, a meticulous data-cleaning 
process was undertaken. The data were thoroughly re-
viewed to identify and remove inaccuracies, irrelevant 
entries, missing information, and incomplete records. 
As a result, a dataset comprising 23 variables and 26867 
instances was compiled for subsequent analyses.

The independent variables in this study were demographic 
information, epidemiological data, and clinical symptoms. 
These variables include age, sex, fever, cough, muscular 
pain, respiratory distress, decreased consciousness, de-
creased sense of smell, reduced sense of taste, convulsions, 
headache, confusion, chest pain, skin inflammation, stom-
achache, nausea, vomiting, diarrhea, anorexia, smoking sta-
tus, drug use, PO2, cancer, chronic liver diseases, diabetes, 
chronic blood diseases, immunodeficiency, heart diseases, 
chronic kidney diseases, asthma, chronic neurological disor-
ders, hypertension. The dependent variable, death status, 
was dichotomous with survivor or non-survivor status.

I
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Statistical analysis

To perform statistical and primary analysis in this study, 
the R software version 4.1.1 was used. All the analyses 
were performed in the PCR+ individuals. The descriptive 
statistics for age were reported as Mean±SD. The Kol-
mogorov-Smirnov test was used to check the normality 
of the age variable. The normality test showed that the 
age was distributed as normal. The Mean±SD death age in 
PCR+ individuals was 68.66±16.07 years. The age variable 
was categorized based on available information about 
age categories according to the WHO [17]. The Mann-
Whitney U-test was applied to compare the mean age be-
tween two independent groups (survivor/non-survivor).

A body temperature higher than 37°C was considered 
to be a fever. The chi-square test was used to investigate 
the association between death status and qualitative 
variables. A P<0.05 was regarded as statistically signifi-
cant.

Mortality modeling

LR is an appropriate statistical regression [18-20]. Re-
cently, it has been commonly used in the medical and 
biological sciences [21]. The LR model is more popu-
lar than other methods among medical researchers 
because the exponentiated slope coefficient in the LR 
model can be interpreted as an odds ratio (OR) [22, 23]. 
The Hosmer-Lemeshow goodness of fit (GOF) test, Cox 
& Snell R2, and Nagelkerke R2 for the LR model were cal-
culated. P>0.05 in Hosmer-Lemeshow GOF indicated a 
good fit for the model.

ANN has been one of the branches of artificial intel-
ligence since the 1990s, with numerous applications in 
medical diagnosis. ANN models try to find a connection 
between the input and output data. In other words, 
they attempt to act similarly to the human brain. Also, 
ANN is an advanced intelligent tool for researchers and 
medical diagnosis fields such as cancer, heart diseases, 
hepatitis, and drug development [24]. To train and op-
timize an ANN model, the 10-fold cross-validation (CV) 
method was used in which 90% of records were ran-
domly assigned to training data for constructing the 
models and the remaining 10% to testing data to evalu-
ate the model’s performance. The performance of the 
ANN and LR classifiers was assessed by the confusion 
matrix and the related performance evaluation criteria, 
such as sensitivity, specificity, accuracy, precision, and 
recall, as follows (Equations 1 and 2):

1. Sensitivity=  

LR is an appropriate statistical regression [17-19]. Recently, it has been commonly used in the 

medical and biological sciences [20]. The LR model is more popular than other methods among 

medical researchers because the exponentiated slope coefficient in the LR model can be interpreted 

as an odds ratio (OR) [21, 22]. The Hosmer-Lemeshow goodness of fit (GOF) test, Cox & Snell 

R2, and Nagelkerke R2 for the LR model were calculated. P values greater than 0.05 in Hosmer-

Lemeshow GOF indicated a good fit for the model. 

ANN has been one of the branches of artificial intelligence since the 1990s, with numerous 

applications in medical diagnosis. ANN models try to find a connection between the input and 

output data. In other words, they attempt to act similarly to the human brain. Also, ANN is an 

advanced intelligent tool for researchers and medical diagnosis fields such as cancer, heart 

diseases, hepatitis, and drug development [23]. To train and optimize an ANN model, the 10-fold 

cross-validation (CV) method was used in which 90% of records were randomly assigned to 

training data for constructing the models and the remaining 10% to testing data to evaluate the 

model's performance. The performance of the ANN and LR classifiers was assessed by the 

confusion matrix and the related performance evaluation criteria, such as sensitivity, specificity, 

accuracy, precision, and recall, as follows: 

Sensitivity= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Specificity= 𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻��𝑻𝑻 Precision= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Accuracy= 𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻��𝑻𝑻��𝑻𝑻 

, where TP, FN, FP, and TN are true positive, false negative, false positive, and true negative, 

respectively [24-26]. In the end, a lollipop plot was used to depict the importance of predictor 

variables in the LR and ANN models. 

3. Results 
Descriptive statistics for the observed symptoms, underlying diseases, and other characteristics of 

the studied COVID-19 patients are reported in Table 1. 

 

Table 1. Characteristics and Symptoms of the Study Population 
Variable [Reference] Level Survivor Non-survivors P Value 

Age, y 52.67±19.09 68.66±16.07 <0.001 

Age group [x�18] 

Age group 2 [18�x�45] 7070 (32.4) 393 (7.8) 

<0.001 Age group 3 [45�x�65] 7901 (36.2) 1325 (26.4) 

Age group 4 [65�x�75] 2980 (13.6) 1177 (23.4) 

 Specificity=  

LR is an appropriate statistical regression [17-19]. Recently, it has been commonly used in the 

medical and biological sciences [20]. The LR model is more popular than other methods among 

medical researchers because the exponentiated slope coefficient in the LR model can be interpreted 

as an odds ratio (OR) [21, 22]. The Hosmer-Lemeshow goodness of fit (GOF) test, Cox & Snell 

R2, and Nagelkerke R2 for the LR model were calculated. P values greater than 0.05 in Hosmer-

Lemeshow GOF indicated a good fit for the model. 

ANN has been one of the branches of artificial intelligence since the 1990s, with numerous 

applications in medical diagnosis. ANN models try to find a connection between the input and 

output data. In other words, they attempt to act similarly to the human brain. Also, ANN is an 

advanced intelligent tool for researchers and medical diagnosis fields such as cancer, heart 

diseases, hepatitis, and drug development [23]. To train and optimize an ANN model, the 10-fold 

cross-validation (CV) method was used in which 90% of records were randomly assigned to 

training data for constructing the models and the remaining 10% to testing data to evaluate the 

model's performance. The performance of the ANN and LR classifiers was assessed by the 

confusion matrix and the related performance evaluation criteria, such as sensitivity, specificity, 

accuracy, precision, and recall, as follows: 

Sensitivity= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Specificity= 𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻��𝑻𝑻 Precision= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Accuracy= 𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻��𝑻𝑻��𝑻𝑻 

, where TP, FN, FP, and TN are true positive, false negative, false positive, and true negative, 

respectively [24-26]. In the end, a lollipop plot was used to depict the importance of predictor 

variables in the LR and ANN models. 

3. Results 
Descriptive statistics for the observed symptoms, underlying diseases, and other characteristics of 

the studied COVID-19 patients are reported in Table 1. 

 

Table 1. Characteristics and Symptoms of the Study Population 
Variable [Reference] Level Survivor Non-survivors P Value 

Age, y 52.67±19.09 68.66±16.07 <0.001 

Age group [x�18] 

Age group 2 [18�x�45] 7070 (32.4) 393 (7.8) 

<0.001 Age group 3 [45�x�65] 7901 (36.2) 1325 (26.4) 

Age group 4 [65�x�75] 2980 (13.6) 1177 (23.4) 

2. Precision=  

LR is an appropriate statistical regression [17-19]. Recently, it has been commonly used in the 

medical and biological sciences [20]. The LR model is more popular than other methods among 

medical researchers because the exponentiated slope coefficient in the LR model can be interpreted 

as an odds ratio (OR) [21, 22]. The Hosmer-Lemeshow goodness of fit (GOF) test, Cox & Snell 

R2, and Nagelkerke R2 for the LR model were calculated. P values greater than 0.05 in Hosmer-

Lemeshow GOF indicated a good fit for the model. 

ANN has been one of the branches of artificial intelligence since the 1990s, with numerous 

applications in medical diagnosis. ANN models try to find a connection between the input and 

output data. In other words, they attempt to act similarly to the human brain. Also, ANN is an 

advanced intelligent tool for researchers and medical diagnosis fields such as cancer, heart 

diseases, hepatitis, and drug development [23]. To train and optimize an ANN model, the 10-fold 

cross-validation (CV) method was used in which 90% of records were randomly assigned to 

training data for constructing the models and the remaining 10% to testing data to evaluate the 

model's performance. The performance of the ANN and LR classifiers was assessed by the 

confusion matrix and the related performance evaluation criteria, such as sensitivity, specificity, 

accuracy, precision, and recall, as follows: 

Sensitivity= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Specificity= 𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻��𝑻𝑻 Precision= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Accuracy= 𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻��𝑻𝑻��𝑻𝑻 

, where TP, FN, FP, and TN are true positive, false negative, false positive, and true negative, 

respectively [24-26]. In the end, a lollipop plot was used to depict the importance of predictor 

variables in the LR and ANN models. 

3. Results 
Descriptive statistics for the observed symptoms, underlying diseases, and other characteristics of 

the studied COVID-19 patients are reported in Table 1. 

 

Table 1. Characteristics and Symptoms of the Study Population 
Variable [Reference] Level Survivor Non-survivors P Value 

Age, y 52.67±19.09 68.66±16.07 <0.001 

Age group [x�18] 

Age group 2 [18�x�45] 7070 (32.4) 393 (7.8) 

<0.001 Age group 3 [45�x�65] 7901 (36.2) 1325 (26.4) 

Age group 4 [65�x�75] 2980 (13.6) 1177 (23.4) 

          Accuracy= 

LR is an appropriate statistical regression [17-19]. Recently, it has been commonly used in the 

medical and biological sciences [20]. The LR model is more popular than other methods among 

medical researchers because the exponentiated slope coefficient in the LR model can be interpreted 

as an odds ratio (OR) [21, 22]. The Hosmer-Lemeshow goodness of fit (GOF) test, Cox & Snell 

R2, and Nagelkerke R2 for the LR model were calculated. P values greater than 0.05 in Hosmer-

Lemeshow GOF indicated a good fit for the model. 

ANN has been one of the branches of artificial intelligence since the 1990s, with numerous 

applications in medical diagnosis. ANN models try to find a connection between the input and 

output data. In other words, they attempt to act similarly to the human brain. Also, ANN is an 

advanced intelligent tool for researchers and medical diagnosis fields such as cancer, heart 

diseases, hepatitis, and drug development [23]. To train and optimize an ANN model, the 10-fold 

cross-validation (CV) method was used in which 90% of records were randomly assigned to 

training data for constructing the models and the remaining 10% to testing data to evaluate the 

model's performance. The performance of the ANN and LR classifiers was assessed by the 

confusion matrix and the related performance evaluation criteria, such as sensitivity, specificity, 

accuracy, precision, and recall, as follows: 

Sensitivity= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Specificity= 𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻��𝑻𝑻 Precision= 𝑻𝑻𝑻𝑻
𝑻𝑻𝑻𝑻��𝑻𝑻 Accuracy= 𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻

𝑻𝑻𝑻𝑻�𝑻𝑻𝑻𝑻��𝑻𝑻��𝑻𝑻 

, where TP, FN, FP, and TN are true positive, false negative, false positive, and true negative, 

respectively [24-26]. In the end, a lollipop plot was used to depict the importance of predictor 

variables in the LR and ANN models. 

3. Results 
Descriptive statistics for the observed symptoms, underlying diseases, and other characteristics of 

the studied COVID-19 patients are reported in Table 1. 

 

Table 1. Characteristics and Symptoms of the Study Population 
Variable [Reference] Level Survivor Non-survivors P Value 

Age, y 52.67±19.09 68.66±16.07 <0.001 

Age group [x�18] 

Age group 2 [18�x�45] 7070 (32.4) 393 (7.8) 

<0.001 Age group 3 [45�x�65] 7901 (36.2) 1325 (26.4) 

Age group 4 [65�x�75] 2980 (13.6) 1177 (23.4) 

, Where TP, FN, FP, and TN are true positive, false nega-
tive, false positive, and true negative, respectively [25-
27]. In the end, a lollipop plot was used to depict the im-
portance of predictor variables in the LR and ANN models.

Results

Descriptive statistics for the observed symptoms, un-
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ied COVID-19 patients are reported in Table 1.

Figure 1. Map of Khorasan Razavi Province and its cities in Iran
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The results of the LR model are shown in Table 2. The 
Hosmer-Lemeshow GOF P, Cox & Snell R2, and Nagelker-
ke R2 for PCR+ individuals were obtained as 0.657, 0.646, 
and 0.892, respectively. The Pseudo R2 (Cox & Snell and 
Nagelkerke) indicated a strong relationship between 
the predictors and the target variables. To achieve the 
optimal LR model, the non-significant predictors were 
removed from the model based on the highest P. The 

remaining variables in the model were significant at the 
error level of 0.05. The obtained P>0.05 in the Hosmer-
Lemeshow GOF indicated that the LR model is reliable. 
Accordingly, individuals over 75 had the highest effect 
in classifying the survivor and non-survivor with an OR 
equal to 5.45 [95% CI, 3.75%-8.17%]. After that, the 
consciousness status and PO2<93% had high OR equal 
to 4.93 [4.32, 5.63] and 4.09 [3.71, 4.53], respectively. 

Table 1. Characteristics and symptoms of the study population

Variable [Reference] Level
Mean±SD/No. (%)

P
Survivor Non-survivors

Age (y) 52.67±19.09 68.66±16.07 <0.001

Age group (y) [<18]

Age group 2 [18-45] 7070(32.4) 393(7.8)

<0.001
Age group 3 [45-65] 7901(36.2) 1325(26.4)

Age group 4 [65-75] 2980(13.6) 1177(23.4)

Age group 5 [≥75] 3213(14.7) 2089(41.6)

Variables (Ref.)
No. (%)

P Variables [Refer-
ence]

No. (%)
P

Survivor Non-
survivors Survivor Non-

survivors

Fever* 8257(37.8) 1684(33.5) <0.001 Anorexia* 1857(8.5) 424(8.4) 0.891

Cough* 10033(45.9) 1641(32.7) <0.001 Smoking status* 386(1.8) 137(2.7) <0.001

Muscular pain* 5368(24.6) 667(13.3) <0.001 Drug use* 471(2.2) 212(4.2) <0.001

Respiratory dis-
tress* 11942(54.7) 3962(78.9) <0.001 Intubation* 509(2.3) 2247(44.7) <0.001

Conscious* 590(2.7) 923(18.4) <0.001 PO2 (>93 %) 10683(48.9) 4359(86.8) <0.001

Decreased sense 
of smell* 358(1.6) 18(0.4) <0.001 Cancer* 148(0.7) 162(3.2) <0.001

Decreased sense 
of taste* 136(0.6) 15(0.3) 0.006 Liver disease* 88(0.4) 44(0.9) <0.001

Convulsions* 79(0.4) 20(0.4) 0.700 Diabetes* 2357(10.8) 1069(21.3) <0.001

Headache* 2333(10.7) 130(2.6) <0.001 Blood diseases* 61(0.3) 42(0.8) <0.001

Confusion* 578(2.6) 73(1.5) <0.001 Immunodeficiency* 20(0.1) 13(0.3) 0.002

Chest pain* 693(3.2) 109(2.2) <0.001 Heart disease* 1787(8.2) 969(19.3) <0.001

Skin inflammation* 19(0.1) 4(0.1) 0.872 Kidney disease* 241(1.1) 206(4.1) <0.001

Stomachache* 546(2.5) 58(1.2) <0.001 Asthma* 360(1.6) 114(2.3) 0.003

Nausea* 1471(6.7) 211(4.2) <0.001 Neurological disease* 243(1.1) 139(2.8) <0.001

Vomit* 713(3.3) 112(2.2) <0.001 Hypertension* 3669(16.8) 1504(29.9) <0.001

Diarrhea* 586(2.7) 102(2.0) 0.008 Sex (female) 10677(48.9) 2866(57.1) <0.001

* Negative. Note: The chi-square and Mann-Whitney U tests were used.
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Cancer and age groups between 65 and 75 had an OR 
larger than 3. In addition, some variables such as chronic 
blood diseases, immunodeficiency, and chronic kidney 
diseases were identified as risk factors for mortality with 
OR larger than 2. More details are shown in Table 2. 

The extracted evaluation indices or classification metrics 
are sensitivity, specificity, area under the curve (AUC), recall, 
and precision (Table 3). In the prediction step, the accuracy 
of classification in the LR model was calculated at 90.15%.

The ANN model was trained with the entry of all 
studied predictor variables. Hyperparameters are size 
(hidden units) and decay (weight decay). Tuning range 
of  and  were used to choose the optimal values of size 
and decay, respectively. The decay weight and size were 
obtained at 0.4 and 3, respectively. In the optimization 
process, the number of iterations for converging the 
model was considered 100.

Table 2. Results of fitting logistic regression model in PCR+ individuals

Variables Estimate SE Z P Odds Ratio (95% CI)

Intercept -4.053 0.199 -20.332 <0.001 -

Age group (y) [<18]

Age group 2 (18-45) -0.034 0.203 -0.166 0.868 0.967 (0.659, 1.462)

Age group 3 (45-65) 0.730 0.198 3.686 <0.001 2.075 (1.428, 3.110)

Age group 4 (65-75) 1.335 0.199 6.691 <0.001 3.799 (2.607, 5.709)

Age group 5 (≥75) 1.697 0.198 8.576 <0.001 5.456 (3.757, 8.174)

Sex (female) 0.319 0.038 8.363 <0.001 1.375 (1.276, 1.482)

Cough* -0.217 0.040 -5.453 <0.001 0.805 (0.744, 0.870)

Muscular pain* -0.308 0.053 -5.847 <0.001 0.735 (0.662, 0.814)

Respiratory distress* 0.510 0.047 10.853 <0.001 1.665 (1.519, 1.827)

Consciousness* 1.595 0.068 23.626 <0.001 4.930 (4.321, 5.631)

Decreased sense of smell* -0.644 0.280 -2.305 0.021 0.525 (0.292, 0.880)

Convulsions* 0.736 0.353 2.082 0.037 2.087 (1.020, 4.090)

Headache* -0.552 0.103 -5.367 <0.001 0.576 (0.469, 0.702)

Chest pain* -0.476 0.124 -3.848 <0.001 0.621 (0.485, 0.788)

Stomachache* -0.368 0.164 -2.239 0.025 0.692 (0.497, 0.947)

Nausea* -0.279 0.089 -3.141 0.002 0.757 (0.634, 0.899)

PO2 (>than 93%) 1.411 0.051 27.621 <0.001 4.098 (3.710, 4.533)

Cancer* 1.302 0.144 9.036 <0.001 3.676 (2.772, 4.878)

Diabetes* 0.357 0.050 7.213 <0.001 1.429 (1.297, 1.575)

Blood diseases* 1.003 0.258 3.881 <0.001 2.727 (1.634, 4.511)

Immunodeficiency* 1.012 0.442 2.291 0.022 2.752 (1.121, 6.436)

Heart disease* 0.430 0.053 8.074 <0.001 1.537 (1.384, 1.706)

Kidney disease* 1.092 0.119 9.162 <0.001 2.979 (2.358, 3.762)

Neurological disease* 0.510 0.133 3.846 <0.001 1.665 (1.282, 2.156)

* Negative.. Note: A significant level was considered 0.05. 
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As Table 3 indicates, the accuracy of the fitted ANN 
model was 90.27%. The sensitivity of the ANN classifier 
on test data was 78.89%. The analyses of the training 
ANN model showed that the ANN model also had a high 
classification ability. Furthermore, the relative impor-
tance of independent variables in the ANN model was 
also computed and graphically shown in Figure 2-B. In 
addition, the architecture of the developed network can 
be seen in Figure 2-A.

Decreasing consciousness, cough, PO2, age, chronic 
kidney disease, fever, headache, smoking status, chron-
ic blood diseases, and diarrhea are the 10 most impor-
tant predictors of death using the ANN model. 

Discussion 

The primary objective of this study was to employ 
ANN and LR methods to predict the mortality risk asso-
ciated with COVID-19 in Khorasan Razavi Province, Iran. 
Our analysis covered data from 26867 individuals, con-
sidering 23 variables, including demographic character-
istics, symptoms, and underlying health conditions. The 
predictive models were evaluated based on sensitiv-
ity, specificity, AUC, recall, precision, and accuracy. The 
Hosmer-Lemeshow goodness of fit test confirmed the 
reliability of the LR model, showcasing its robustness in 
predicting patient outcomes.

Our findings demonstrated that the ANN and LR mod-
els could predict and classify patients effectively, though 
the ANN model outperforms the LR model. Remarkably, 
attributes such as decreased consciousness, cough, PO2 
levels, and age emerged as critical indicators in the ANN 
models. Among underlying health conditions, cancer, 
blood diseases, kidney diseases, and neurological dis-
eases held the highest significance. Surprisingly, fever, 
a common symptom of COVID-19, did not prove to be a 
substantial predictor, demonstrating minimal influence 

in distinguishing survivors from non-survivors. Similarly, 
variables such as asthma decreased taste sensation and 
sex, and individuals aged 18 to 45 showed relatively lim-
ited importance in classification.

A relevant study by Mohammadi et al. in Iran em-
ployed similar ANN and LR methods for COVID-19 pa-
tient diagnosis, corroborating our findings of the supe-
rior accuracy of ANN over LR in diagnostics. While they 
identified fever, cough, shortness of breath, fatigue, 
chills, and headache as common symptoms, only 
cough and headache aligned with our observations. 
Contrasts were also noted in prevalent underlying 
conditions: hypertension, diabetes, chronic obstruc-
tive pulmonary disease, and coronary heart disease 
in their study versus cancer, chronic kidney diseases, 
chronic blood diseases, and chronic neurological dis-
eases [28]. Kanday et al. employed LR and multinomial 
Naive Bayes classifier approaches to detect COVID-19 
and grouped clinical reports into various classes. Their 
study achieved remarkable accuracy (96.2%) with ma-
chine learning techniques, showcasing the potential of 
these methods in disease classification [29]. Wang et 
al. utilized logistic models and machine learning tech-
niques to predict the COVID-19 epidemic’s trajectory, 
underlining the versatility of machine learning in ad-
dressing multifaceted pandemic dynamics [30]. Simi-
larly, Shaban et al. employed fuzzy inference engines 
and deep neural networks to detect COVID-19 infec-
tion, contributing to the expanding array of machine-
learning applications [31]. Numerous other studies 
have used ANN and machine learning to forecast CO-
VID-19 prevalence, mortality rates, new cases, and 
deaths, further confirming the consistency and appli-
cability of our machine-learning approach [32-38]. 

Table 3. The performance parameters of the LR and ANN model

Index
LR ANN

Train Test Train Test

Sensitivity (%) 82.91 78.30 83.63 78.89

Specificity (%) 92.00 91.72 92.35 92.51

Accuracy (%) 90.48 90.15 90.73 90.27

AUC (%) 85.64 78.47 88.03 80.60

Precision (%) 62.26 60.51 65.49 63.48
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Conclusion

The current paper’s findings have presented the im-
portance of some demographics, underlying diseases, 
and clinical symptoms in classifying survivors vs non-
survivors of COVID-19 disease in one of the biggest 
provinces of Iran, namely Khorasan Razavi. The findings 
showed that decreasing consciousness, cough, PO2, and 
age were the most important characteristics in ANN 

models to predict mortality. The most common and sig-
nificant underlying diseases were cancer, blood disease, 
kidney disease, and neurological disease. Although fe-
ver is one of the most common symptoms of COVID-19, 
it was not a significant predictor or an influential factor 
in classifying survivors vs non-survivors. Having asthma, 
decreased taste sense, sex, and age between 18 to 45 
years had the least importance and contribution in clas-
sifying survivors vs non-survivors. Chronic blood dis-

Talkhi N, et al. Using Machine Learning to Predict COVID-19 Mortality. Iran J Health Sci. 2024; 12(1):39-48.

Figure 2. The visualization of network (A) and importance of variables (B) according to the ANN  model
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eases, immunodeficiency, and chronic kidney diseases 
were identified as risk factors for mortality. In the end, 
we hope our results help the medical community.

Study limitations

Due to the elusive nature of the disease, its symptoms 
were subject to continuous evolution, with some vari-
ables added to the database at a later stage. Notably, 
gastrointestinal symptoms represent one such example. 
Another limitation is the study population, which is lim-
ited to hospitalized patients. The information collected 
related to underlying diseases relied on self-reporting 
from the individuals, thus introducing potential bias into 
the data.
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