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Background and Purpose: Association rule mining can discover hidden patterns and relationships 
between variables that may not be apparent through other data analysis techniques. We aimed to 
find practical patterns in COVID-19 data and predict patient survivor status using association rules.

Materials and Methods: In this cross-sectional study, clinical data of 51460 hospitalized patients 
tested by polymerase chain reaction (PCR) were collected from February 20, 2020, to September 
12, 2021, in Khorasan Razavi Province, Iran. An Apriori algorithm was used to extract association 
rules or patterns in data. 

Results: Most participants (51.0%) were male; their Mean±SD age was 54.55±22.15 years. Fever 
(37%), cough (38.4%), respiratory distress (56%), PO2 level less than 93% (52.9%), muscular pain 
(19.1%) and decreased consciousness (8.9%) were common symptoms. Based on the association 
rules, if a patient was older than 75 years, had respiratory distress, reduced consciousness and PO2 
level <93%, then this patient is who has died. The PCR test result of a male who used drugs was 
positive. Vomit and diarrhea lead to positive PCR test results, too. The most common symptom seen 
in men was respiratory distress, while the most common symptom in women was hypertension. 
Muscular pain due to COVID-19 is more common in women than men. Furthermore, the accuracy 
and area under the receiver operating characteristics curve were obtained as 92.28 and 86.80 on 
the testing dataset, respectively.

Conclusion: Simple methods such as association rules mining and complex methods could 
be helpful and give valuable results, and predicting death using association rules provides high 
accuracy.

Keywords: Apriori algorithm, Association rules mining, Associative classifiers, Classification-based 
association rule (CBA) algorithm, SARS-CoV-2
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Introduction

he novel coronavirus disease 2019 
(COVID-19), caused by the SARS-CoV-2 
virus, was declared a pandemic by the 
World Health Organization (WHO) on March 
11, 2020 [1, 2]. Due to its rapid spread 

worldwide, COVID-19 has posed a significant global 
threat, overwhelming health care systems and severely 
impacting economies. According to WHO reports, 
the epidemiological trends of COVID-19 vary across 
different regions, and the fatality rate differs between 
countries [3]. Moreover, the clinical and epidemiological 
characteristics of COVID-19 are heterogeneous and 
differ between survivors and non-survivors [4, 5]. 
Studies indicate that non-survivors tend to be older and 
predominantly male compared to survivors [3, 6]. The 
most common symptoms of COVID-19 include fever, 
dry cough, headache, myalgia, sore throat, loss of taste 
or smell, nausea and diarrhea [7-10]. Patients with a 
weakened immune system and underlying conditions, 
such as diabetes, hypertension, and cardiovascular 
diseases, are at a significantly higher risk of severe 
disease and mortality [11]. Given the diverse risk profiles 
among different patient groups, early diagnosis and 
effective management are crucial, particularly for those 
with a high probability of mortality [12]. 

Mathematical, statistical and machine learning meth-
ods have played a pivotal role in analyzing COVID-19 pa-
tient data and improving risk prediction. Data mining, in 
particular, provides various techniques, including classi-
fication, clustering, regression, association rule mining, 
and correlation analysis, that have been widely applied 
in health care research [13-15]. These techniques en-
able predictive modeling, identifying high-risk groups, 
optimizing resource allocation and enhancing treatment 
protocols. For instance, machine learning models have 
been employed to predict the spread of the virus, assess 
the effectiveness of interventions, and identify vulnera-
ble populations. Additionally, natural language process-
ing has been used to mine medical literature and clinical 
data, uncovering potential treatments, while clustering 
techniques have helped track viral mutations [16].

Among data mining techniques, association rule min-
ing is beneficial for discovering hidden patterns in large 
datasets. The well-known rule-based Apriori algorithm 
identifies frequent item sets and extracts significant as-
sociations without requiring complex assumptions or 
extensive parameter tuning. Several studies have suc-
cessfully applied Apriori to provide health care insights. 
For instance, Biilah et al. [17] Utilized the Apriori algo-

rithm on a dataset of 539 students to identify key fea-
tures associated with depression and stress, extracting 8 
significant rules. Similarly, Ilayaraja and Meyyappan [18] 
applied Apriori to analyze disease frequency within spe-
cific geographical regions. Abdullah et al. [19] investigat-
ed similarities between medical and purchase bills using 
this approach, while Jena and Kamila [20] employed it to 
identify association rules in depression-related data.

While various machine learning and statistical models 
have been used to predict COVID-19 patient outcomes, 
many of these techniques rely on complex computa-
tional frameworks that require extensive data prepro-
cessing, high computational resources, and specialized 
expertise. These methods, particularly deep learning 
and ensemble-based machine learning models, often 
function as “black-box” models, lacking interpretability 
for clinicians. A significant research gap exists in the lack 
of simple, rule-based methods to extract transparent, 
interpretable relationships between clinical features 
and patient outcomes.

The Apriori algorithm addresses this gap by generating 
easily understandable association rules from large da-
tasets, making it an accessible tool for clinicians. Unlike 
regression models or deep learning algorithms that re-
quire statistical expertise for interpretation, Apriori pro-
duces human-readable decision rules that can directly 
inform medical decision-making and patient manage-
ment.

This study proposes a classification-based association 
rule (CBA) approach, integrating Apriori-based rules to 
predict survivor and non-survivor cases in COVID-19 
patients. To our knowledge, this specific application has 
not been previously investigated.

The findings of this study have significant implications 
for public health and clinical decision-making. By iden-
tifying key clinical and demographic factors associated 
with COVID-19 mortality through an interpretable, rule-
based approach, health care providers can:

1) Develop early warning systems to identify high-
risk patients; 2) Optimize hospital resource allocation 
by prioritizing critical cases; 3) Enhance public health 
surveillance through transparent, data-driven decision-
making; 4) Improve treatment protocols and preventive 
strategies by recognizing high-risk patient profiles; 6) 
By integrating association rule mining into clinical prac-
tice, this study contributes to evidence-based decision-
making and strengthens community health policies to 
reduce COVID-19-related mortality.

T
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Materials and Methods

The relevant data were collected prospectively from 
hospitals located in Khorasan Razavi Province, Iran, 
from February 20 to September 12, 2021 (Figure 1). 
The necessary data and information for the subjects 
were extracted from questionnaires administered by 
trained nurses. These questionnaires were designed to 
gather detailed clinical and demographic information, 
including patient symptoms, medical history and test 
results, and were registered in the medical care moni-
toring center (MCMC) database. This study’s inclusion 
criteria included all individuals referred to hospitals with 
COVID-19 symptoms, diagnosed with COVID-19 by a 
physician and required hospitalization. Additionally, all 
participants had to have been tested by the polymerase 
chain reaction (PCR).

The province’s significance is that it is a major pilgrim-
age site for people from across Iran and some regional 
Muslim countries. So, it is an ideal location for obtaining 
a diverse and representative sample. For data collec-
tion, the nurses followed a standardized procedure to 
ensure the consistency and reliability of the data. Be-
fore analysis, we performed a thorough data-cleaning 
process to identify and remove inaccuracies, irrelevant 
entries, missing information and incomplete records.

Our dataset included age, sex, presence of PCR test re-
sults, fever, cough, muscular pain, respiratory distress, 
decreased consciousness, decreased sense of smell, re-
duced sense of taste, convulsions, headache, confusion, 
chest pain, skin inflammation, stomachache, nausea, 
vomit, diarrhea, anorexia, smoking status, drug use, PO2, 

cancer, chronic liver diseases, diabetes, chronic blood 
diseases, immunodeficiency, chronic heart diseases, 
chronic kidney diseases, asthma, chronic neurological 
disorders, hypertension. The data cleaning phase was 
completed as part of the preprocessing phase before 
analysis and modeling. All collected data were carefully 
reviewed during the data cleaning to ensure the values 
were reasonable and consistent. Categorical variables 
were appropriately coded and transformed into binary 
variables as needed. Additionally, missing data were re-
moved to maintain the integrity of the dataset. Follow-
ing the data cleaning phase, the final dataset comprised 
33 variables and 51460 cases. 

Association rule mining

Association rule (or pattern) mining is common and 
one of the most popular data mining techniques, also 
known as association rule learning, frequent item 
set analysis, or association analysis. This technique at-
tempts to find an association between many attributes 
(items or baskets that are also called transactions) or 
identify the items that often occur together [21-23]. 
Data analysts are interested in determining the frequen-
cy of item sets (or customer transactions) containing a 
particular set of items in large databases or predicting 
the behavior of customers [22, 24]. 

Association rule mining is based on the “market-bas-
ket” data model. It is usually performed on transaction 
data from online stores, yet it has been employed us-
ing various contexts of data, such as medical data [25]. 
Transaction data are usually provided as tuples form 
[transaction ID, item ID, item ID, ...]. A set of items forms 

Figure 1. Location of Razavi Khorasan province and its cities in Iran
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a basket or transaction (In our study, we considered 
each individual’s symptoms as a single transaction), 
and there are some assumptions in the market-basket 
model. The number of items in a basket is assumed to 
be small and usually smaller than the total number of 
all items. The total number of baskets is assumed to be 
very large [22]. 

The basic formula of association rules is presented as 
[X -> Y]. The [X] is an “if statement” and consists of a 
set of items, and [Y] is a “then statement” that includes 
another set of items. The [X] is called antecedent or left-
hand-side (LHS) and [Y] is called consequent or right-
hand-side (RHS) [22]. To distinguish the best rule among 
the generated rules (strength of association rules), 
some metrics such as support, confidence and lift are 
calculated as Equation 1:

1. 

data were removed to maintain the integrity of the dataset. Following the data cleaning phase, the 

final dataset comprised 33 variables and 51,460 cases.  

Association Rule Mining 

Association rule (or pattern) mining is common and one of the most popular data mining 

techniques, also known as association rule learning, frequent item set analysis, or association 

analysis. This technique attempts to find an association between many attributes (items or 

baskets that are also called transactions) or identify the items that often occur together (21-23). 

Data analysts are interested in determining the frequency of item sets (or customer 

transactions) containing a particular set of items in large databases or predicting the behavior of 

customers  (22, 24).  

Association rule mining is based on the "market-basket" data model. It is usually performed on 

transaction data from online stores, yet it has been employed using various contexts of data, such 

as medical data (25). Transaction data are usually provided as tuples form [transaction ID, item 

ID, item ID, ...]. A set of items forms a basket or transaction (In our study, we considered each 

individual's symptoms as a single transaction), and there are some assumptions in the market-

basket model. The number of items in a basket is assumed to be small and usually smaller than the 

total number of all items. The total number of baskets is assumed to be very large (22).  

The basic formula of association rules is presented as [X -> Y]. The [X] is an "if statement" and 

consists of a set of items, and [Y] is a "then statement" that includes another set of items. The [X] 

is called antecedent or left-hand-side (LHS), and [Y] is called consequent or right-hand-side 

(RHS) (22). To distinguish the best rule among the generated rules (strength of association rules), 

some metrics such as support, confidence, and lift are calculated as follows: 

𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋) = 𝑓𝑓𝑆𝑆𝑓𝑓𝑓𝑓𝑆𝑆𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 (𝑋𝑋)
𝑓𝑓  

𝐶𝐶𝑆𝑆𝑓𝑓𝑓𝑓𝐶𝐶𝐶𝐶𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 (𝑋𝑋 → 𝑌𝑌) =  𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋 ∪ 𝑌𝑌)
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋) = 𝑃𝑃(𝑌𝑌|𝑋𝑋) 

𝐿𝐿𝐶𝐶𝑓𝑓𝑆𝑆 =  𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋 ∪ 𝑌𝑌)
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑋𝑋) × 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆(𝑌𝑌) 

, where n is the number of all transactions or records 
in the data set, and the confidence expresses how likely 
an item Y has occurred given that item X occurred. The 
best rule is one with higher support and confidence. 

The minimum support and minimum confidence must 
be determined earlier to find strong rules. When a rule’s 
desired support and confidence surpasses the predeter-
mined values of the minimum support and minimum 
confidence, it is considered a strong rule [24, 26].

Another introduced metric is Lift. This metric controls 
how popular items Y and X are and tells us how likely 
Y will occur when X occurs. The lift value is interpret-
ed in three forms. A lift value greater than one implies 
that Y is expected to occur if X has occurred, while a lift 
value smaller than one shows that Y is unlikely to occur 
if X has occurred. The third form is when the lift value 
equals one, which means no association exists between 
desired items [22, 26]. Various algorithms are applied 
for exploring association rules from data [21, 22, 27]. In 
this study, the apriori algorithm was considered.

Apriori algorithm

The Apriori algorithm is a data mining and association 
rule mining algorithm. This algorithm uses prior knowl-
edge about the properties of a frequent item set. For 
this reason, it is called the Apriori algorithm. This al-
gorithm attempts to proceed by finding item sets with 
high frequency and provides a comprehensive analysis 
of hidden association rules in data [21, 26]. Moreover, 
the redundant rules are filtered, and statistically signifi-
cant rules are identified using the Fisher exact test [28]. 
A rule [X->Y] is defined as a redundant rule if , where 
conf is confidence score [29].

The CBA algorithm

After mining the association rules, we are interested in 
predicting death status using association rules. We can 
access the associative classification approach by com-
bining the classification and association rule mining. 
This approach is a reliable classification strategy with 
an improved accuracy rate [30]. CBA is a classifier based 
on association rules using ranking, pruning, and classi-
fication strategies introduced by Liu et al. (2021). The 
CBA has a rule generator and a classifier builder. To find 
the correlation between attributes, CBA uses an Apriori 
algorithm. Furthermore, a classifier was built based on 
extracted association rules. The results of previous stud-
ies show that CBA performed remarkably on real-world 
data [31]. Further details on the structure and perfor-
mance of the CBA algorithm have been previously pub-
lished [32]. Thus, in this study, the M1 approach was 
considered. The confusion matrix and extracted indices 
from the classifier’s performance, such as sensitivity, 
specificity, accuracy and area under curve (AUC) of the 
receiver operating characteristics (ROC) curve, were 
used to evaluate the classifier’s performance.

Results

A total of 51460 records were analyzed. In this sample, 
26232(51%) of the subjects were male. The Mean±SD 
age among non-survivors was 51.91±22.06 years and 
67.94±17.17 years among survivors (P<0.001), while it 
was 54.55±22.15 years in the total population. Further 
information regarding the symptoms, underlying diseas-
es, and demographic characteristics of the study popu-
lation is detailed in Table 1. Respiratory distress (56% or 
2801 cases) was the most common symptom, followed 
by a PO2<93% with 52.9% or 27200 cases. Other com-
mon symptoms were cough (19767 cases/38.4%) and 
fever (19018 cases/37%). 
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All included variables were binary and indicated the 
presence of a desired symptom. For example, the PO2 

symbol indicates individuals with PO2<93%. Figure 2 dis-
plays the absolute item frequency. 

When the Apriori algorithm was performed on the to-
tal population, we discovered 34 significant rules with 

minimum support of 0.1 and minimum confidence of 
0.5 (Table 2). The minimum support and confidence 
thresholds for Apriori were determined through a grid 
search approach. The items or characteristics, PO2 and 
respiratory distress, sex were the most common con-
sequent or RHS. Three rules expressed that having fe-
ver (support=0.192), having PO2<93% (support=0.276), 

Table 1. Descriptive statistics for characteristics of the study population

Variables [Reference] Level

No. (%)

Total (n=51460) Survivor 
(n=42976)

Non-
survivor 
(n=8484)

Age [Age <18]

18≤Age≤45 13379(26.0) 12667(29.5) 703(8.3)

45≤Age≤65 15841(30.8) 13595(31.6) 2246(26.5)

65≤Age≤75 7964(15.5) 6051(14.1) 1913(22.5)

Age group 5 [x≥75] 11018(21.4) 7523(17.5) 3495(41.2)

Variables
No. (%)

Variables
No. (%)

Total Survivor Non-survi-
vor Total Survivor Non-survivor 

Fever [no] 19018(37.0) 16280(37.9) 2738(32.3) Anorexia [no] 3778(7.3) 3158(7.3) 620(7.3)

Cough [no] 19767(38.4) 17282 (40.2) 2485(29.3) Smoking status [no] 1243(2.4) 989(2.3) 254(3.0)

Muscular 
pain [no] 9834(19.1) 8854(20.6) 980(11.6) Drug use [no] 1892(3.7) 1436(3.3) 456(5.4)

Distress [no] 2880 (56.0) 22451(52.2) 6350(74.8) PCR [negative] 509(2.3) 2247(44.7) <0.001

Conscious-
ness [no] 4594(8.9) 2367(5.5) 2227(26.2) PO2 [>93%] 27200(52.9) 20006(46.6) 7194(84.8)

Decreased 
sense of 

smell [no]
539(1.0) 511(1.2) 28(0.3) Cancer [no] 944(1.8) 571(1.3) 373(4.4)

Decreased 
sense of 

taste [no]
253(0.5) 230(0.5) 23(0.3) Liver disease [no] 325(0.6) 228(0.5) 97(1.1)

Convulsions 
[no] 363(0.7) 314(0.7) 49(0.6) Diabetes [no] 6384(12.4) 4694(10.9) 1690(19.9)

Headache 
[no] 3647(7.1) 3471(8.1) 176(2.1) Blood diseases [no] 269(0.5) 184(0.4) 85(1.0)

Confusion 
[No] 1098(2.1) 984(2.3) 114(1.3) Immunodeficiency [no] 81(0.2) 58(0.1) 23(0.3)

Chest pain 
[no] 1773(3.4) 1581(3.7) 192(2.3) Heart disease [no] 5714(11.1) 4099(9.5) 1615(19.0)

Skin inflam-
mation [no] 71(0.1) 65(0.2) 6(0.1) Kidney disease [no] 1023(2.0) 669(1.6) 354(4.2)

Stomach-
ache [no] 1393(2.7) 1276(3.0) 117(1.4) Asthma [no] 1052(2.0) 866(2.0) 186(2.2)

Nausea [no] 3045(5.9) 2713(6.3) 332(3.9) Neurological disease [no] 889(1.7) 598(1.4) 291(3.4)

Vomit [no] 2156(4.2) 1948(4.5) 208(2.5) HTN [no] 9243(18.0) 6991(16.3) 2252(26.5)

Diarrhea 
[no] 1834(3.6) 1683(3.9) 151(1.8) Sex [Female] 26232(51.0) 21426(49.9) 4806(56.6)

HTN: Hypertension; distress, respiratory distress. 

[.]: Reference level.
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Table 2. Frequent pattern apriori algorithm-based association rules

Total Non-survivor

LHS RHS Support Confidence Lift Count LHS RHS Support Confidence Lift Count

65≤Age<75 PO2 0.102 0.659 1.246 5246 Consciousness, PO2
Non-survi-

vor} 0.036 0.553 3.355 1857

65≤Age<75 Distress 0.102 0.657 1.175 5236 Distress, conscious-
ness

Non-survi-
vor} 0.026 0.520 3.152 1348

HTN Female 0.105 0.585 1.192 5403 distress, conscious-
ness, PO2

Non-sur-
vivor 0.023 0.557 3.381 1189

HTN PO2 0.120 0.670 1.267 6190 male, consciousness, 
PO2

Non-sur-
vivor 0.021 0.557 3.377 1055

HTN Distress 0.120 0.671 1.198 6200 age≥75, conscious-
ness

Non-sur-
vivor 0.020 0.546 3.312 1007

Age≥75 Male 0.113 0.528 1.036 5821 age≥75, conscious-
ness, PO2

Non-sur-
vivor 0.016 0.592 3.591 842

Age≥75 PO2 0.153 0.717 1.356 7899 female, conscious-
ness, PO2

Non-sur-
vivor 0.016 0.549 3.327 802

Age≥75 Distress 0.145 0.676 1.208 7453 male, distress, con-
sciousness

Non-sur-
vivor 0.014 0.521 3.160 741

45≤Age<65 PO2 0.170 0.552 1.044 8739 male, distress, con-
sciousness, PO2

Non-sur-
vivor 0.013 0.556 3.370 654

45≤Age<65 Distress 0.183 0.594 1.061 9408 age≥75, distress, 
consciousness

Non-sur-
vivor 0.012 0.581 3.526 632

Fever Male 0.192 0.520 1.020 9892 female, distress, 
consciousness

Non-sur-
vivor 0.012 0.518 3.141 607

Male PO2 0.276 0.542 1.026 14224 age≥75, male, con-
sciousness

Non-sur-
vivor 0.011 0.556 3.371 562

PO2 Male 0.276 0.523 1.026 14224 age≥75, distress, 
consciousness, PO2

Non-sur-
vivor 0.011 0.611 3.705 559

Male Distress 0.290 0.569 1.016 14915 female, distress, 
consciousness, PO2

Non-sur-
vivor 0.010 0.560 3.394 535

Distress Male 0.290 0.518 1.016 14915 Survivor

PO2 Distress 0.390 0.738 1.319 20082 Female Survivor 0.419 0.854 1.023 21550

Distress PO2 0.390 0.697 1.319 20082 Cough Survivor 0.336 0.874 1.047 17282

Age≥75, PO2 Distress 0.116 0.756 1.351 5971 Fever Survivor 0.316 0.856 1.025 16280

Age≥75, 
distress PO2 0.116 0.801 1.516 5971 PCR+ Survivor 0.285 0.851 1.019 14679

45≤Age<65, 
PO2 Distress 0.127 0.748 1.336 6533 45≤Age<65 Survivor 0.264 0.858 1.028 13595

45≤Age<65, 
distress PO2 0.127 0.694 1.314 6533 18≤Age<45 Survivor 0.246 0.947 1.135 12676

PCR+PO2 Distress 0.118 0.724 1.293 6056 Muscular pain Survivor 0.172 0.900 1.078 8854

PCR+distress PO2 0.118 0.677 1.280 6056 Female, cough Survivor 0.169 0.892 1.069 8718

Male, fever PO2 0.105 0.548 1.036 5416 Male, cough Survivor 0.166 0.857 1.026 8564

Fever, PO2 Male 0.105 0.533 1.046 5416 Female, fever Survivor 0.155 0.875 1.047 7982

Fever, PO2 Distress 0.135 0.686 1.226 6968 PCR+, female Survivor 0.141 0.861 1.032 7274

Fever, distress PO2 0.135 0.755 1.428 6968 Fever, cough Survivor 0.138 0.855 1.024 7125

Cough, PO2 Distress 0.142 0.709 1.267 7311 45≤Age<65, female Survivor 0.133 0.882 1.057 6822

Cough, distress PO2 0.142 0.714 1.350 7311 18≤Age<45, male Survivor 0.124 0.937 1.122 6396

Female, PO2 Distress 0.186 0.736 1.315 9551 18≤Age<45, female Survivor 0.122 0.958 1.148 6280
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and respiratory distress (support=0.290) was common 
in males compared to females. Also, the simultaneous 
presence of fever and PO2<93% (support=0.105) and 
respiratory distress and PO2<93% (support=0.205) were 
seen in men. Further extracted rules are detailed in Ta-
ble 2. These 34 extracted rules were visualized in Figure 
3, too. This network graph focuses on the association 
between individual items (characteristics) through rule 
sets. As a brief demonstration of this plot, the rules are 
indicated by circles. The characteristics or items shown 
in the boxes (LHS items) are connected to rules, which 
are connected to RHS items using arrows. Furthermore, 
the rules with larger circles represent the rules with 
higher support values, while circles with a red color 
imply higher lift values. Fever and being male contain-
ing (arrow from fever to male) create rule 33. The fe-
ver characteristics are the LHS or antecedent and being 
male is the consequent RHS.

Furthermore, we studied extracted rules in male, fe-
male, survivor and non-survivor patients and patients 
with positive PCR test results. In non-survivor patients, 
the algorithm explored 14 significant rules. The stron-

gest rule was (Consciousness, PO2) with the largest sup-
port value of 0.036, and it says to us if the consciousness 
in a patient decreases and PO2<93%, then this patient 
is who has died. Another rule indicated that if a patient 
was larger than 75 years old, had respiratory distress, 
and had decreased Consciousness and PO2<93%, then 
the patient has died. Nineteen rules were generated in 
survivor’s patients. Being female led to survival with a 
support value equal to 0.419, which had the largest sup-
port value, so it was the top rule. In patients with posi-
tive PCR test results, 12 rules were generated, reported 
in Table 3. The second generated rule showed the PCR 
test result of a male who used drugs was positive with a 
support value of 0.013. 

When patients were disaggregated by female sex, 10 
significant rules were extracted. Most of the females 
had hypertension. This result is taken from the first rule 
with a support value of 0.105. Also, the muscular pain 
due to COVID-19 is more common in women. Also, the 
simultaneous presence of a PO2<93% and hyperten-
sion was more common in females compared to males. 
Other generated rules can be seen in detail in Table 3. 

Total Non-survivor

LHS RHS Support Confidence Lift Count LHS RHS Support Confidence Lift Count

Female, dis-
tress PO2 0.186 0.688 1.301 9551 18≤Age<45, cough Survivor 0.116 0.965 1.156 5992

Male, PO2 Distress 0.205 0.740 1.323 10531 45≤Age<65, cough Survivor 0.115 0.893 1.069 5919

Male, distress PO2 0.205 0.706 1.336 10531 18≤Age<45, distress Survivor 0.108 0.919 1.101 5539

Distress, PO2 Male 0.205 0.524 1.029 10531 PCR+, fever Survivor 0.106 0.877 1.051 5468

LHS: Left-hand-side or antecedent; RHS: Right-hand-side or consequent.

Figure 2. Item frequency plot for the total population
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Table 3. Frequent pattern apriori algorithm-based association rules

PCR+ Female

LHS RHS Support Confidence Lift Count LHS RHS Support Confidence Lift Count

Drug use PCR+ 0.019 0.530 1.582 1003 Diabetes Female 0.070 0.561 1.145 3584

Male, drug use PCR+ 0.013 0.533 1.591 684 Distress, HTN Female 0.070 0.577 1.178 3579

Distress, drug 
use PCR+ 0.011 0.510 1.520 589 Heart diseases Female 0.057 0.516 1.052 2946

Cancer PCR+ 0.009 0.515 1.536 486 65≤age<75, PO2 Female 0.054 0.529 1.079 2775

Vomit, diarrhea PCR+ 0.008 0.579 1.727 400 65≤age<75, 
distress Female 0.054 0.529 1.080 2771

Male, distress, 
drug use PCR+ 0.008 0.503 1.501 387 Distress,PO2, HTN Female 0.053 0.576 1.176 2724

45≤Age<65, 
drug use PCR+ 0.007 0.510 1.523 345 Male

Fever, drug use PCR+ 0.007 0.523 1.561 340 Distress Male 0.290 0.518 1.016 14915

18≤Age<45, 
consciousness PCR+ 0.006 0.559 1.666 329 PO2 Male 0.276 0.523 1.026 14224

Chest pain, 
heart diseases PCR+ 0.006 0.504 1.503 320 Distress, PO2 Male 0.205 0.524 1.029 10531

Distress, cancer PCR+ 0.006 0.512 1.528 319 Age≥75 Male 0.113 0.528 1.036 5821

Female, drug 
use PCR+ 0.006 0.524 1.563 319 Fever, PO2 Male 0.105 0.533 1.046 5416

Female Fever, distress Male 0.096 0.534 1.048 4930

HTN Female 0.105 0.585 1.192 5403 Fever, distress, 
PO2

Male 0.073 0.536 1.052 3735

Muscular pain Female 0.098 0.514 1.049 5059 18≤age<45, 
distress Male 0.063 0.542 1.063 3264

65≤Age<75 Female 0.083 0.534 1.088 4249 18≤age<45, PO2 Male 0.053 0.569 1.116 2704

PO2, HTN Female 0.070 0.584 1.191 3614 Consciousness Male 0.050 0.562 1.103 2584

LHS: Left-hand-side or antecedent; RHS: Right-hand-side or consequent; PCR: Polymerase chain reaction.

Similarly, 10 potential rules were identified for male pa-
tients. The most common symptom seen in men was 
respiratory distress, while the most common symptom 
in women was hypertension. Interestingly, the simulta-
neous presence of a PO2<93% and respiratory distress 
were more common in males than females. More de-
tails regarding identified rules are shown in Table 3.

In the second step, we predict survivors and non-survi-
vors using the CBA algorithm. Using 90% of the data, the 
model was trained based on extracted association rules 
using the total population. On the remaining 10%, the 
model was tested. The results of model performance 
are reported in Table 4. 

The model predicts survivors and non-survivors with 
93.50% and 92.28% accuracy on training and testing 
data, respectively. Of the 6669 non-survivors, 5647 were 
correctly identified as non-survivors (sensitivity=73.95% 

on the training data). On the other hand, from 773 non-
survivors, 612 were correctly identified as non-survivors 
(sensitivity=72.17% on the testing data). This algorithm 
identifies persons’ survivor status by specificity values 
of 97.36% and 96.25% in the training and test phases, 
respectively. The AUC value and ROC curve are shown 
in Figure 4.

Discussion 

Association rules mining is an active research field in 
the data mining community and has previously been 
used when investigating health care problems [33]. Dif-
ferent algorithms have been proposed to discover pat-
terns or hidden relationships between symptoms and 
diseases [31, 34]. Discovering the relationship between 
attributes is critical to understanding a disease and its 
biomarkers and helps decision-makers and researchers 
[35]. 
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To our knowledge, very few studies have been pub-
lished that apply association rules mining on COVID-19 
data. However, Tandan et al. used rule-based machine 
learning approaches (association rules mining). They 
identified frequent symptoms and found patterns in the 

rules extracted. Of note is that the sample size in this 
study was comparatively small (1560 patients included). 
In contrast, in the current study, removing missing data 
yielded a total sample of 51460 subjects. Tandan et al. 
found that the presence of a fever, cough, body sore-

Figure 3. Graph-based visualization to visualize extracted rules for the total population

Figure 4. The presentation of the ROC curve

AUC: Area under curve.
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ness, pneumonia, and sore throat were the symptoms 
that occurred most frequently. Using an Apriori algo-
rithm, they reported the top 10 significant rules to be 
the presence of a cough, septic shock and respiratory 
distress syndrome as frequent consequences. More-
over, they studied significant rules by age in categories 
of <20, 20-45, 45-65 and >65 years, as well as by sex and 
the presence of chronic condition(s). Our study discov-
ered significant rules in the total population and among 
survival and non-survival individuals with positive PCR 
test results and male and female subgroups. To the best 
of our knowledge, this is the first study identifying the 
important symptoms of COVID-19 by association rules 
mining according to survival status and then predicting 
survivors versus non-survivors using extracted associa-
tion rules. 

In another work, Mohammadi et al. [36] found com-
mon symptoms and the presence of underlying disease 
in 750 confirmed COVID-19 cases in Iran. Hyperten-

sion, diabetes, chronic obstructive pulmonary disease, 
and coronary heart disease were identified as the most 
common underlying diseases using neural network and 
logistic regression methods. Fever, cough, shortness 
of breath, fatigue, chills and headache were common 
symptoms. 

This study has several limitations. First, access to com-
prehensive hospital and clinical data was restricted 
due to privacy concerns, which may have impacted the 
completeness of our dataset. Additionally, data quality 
issues, including missing values, potential recording er-
rors, and data collection inconsistencies, could affect 
our findings’ accuracy. The dataset was also imbal-
anced, with specific patient groups being underrepre-
sented, which may have influenced the model’s predic-
tive performance. Furthermore, the generalizability of 
our results is limited, as the study was conducted within 
a specific geographic region and may not fully apply to 
other populations with different demographic or envi-

Table 4. Performance of classification based on association rules on total population

Total of  CF (n=51460)

Training: n=46315 Testing: n=5145

Sensitivity: 73.95% Sensitivity: 72.17%

Specificity: 97.36% Specificity: 96.25%

Accuracy: 93.50% Accuracy: 92.28%

95% CI for accuracy: (93.27, 93.72) 95% CI for accuracy: (91.52, 93.00)
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ronmental factors. Another limitation is using a particu-
lar data mining method classification-based association 
rule (CBA), whereas other advanced machine learning 
or statistical approaches might have yielded better pre-
dictive outcomes. Moreover, the study requires further 
validation through independent datasets or clinical trials 
to ensure the robustness of the findings. Finally, some 
confounding variables, such as genetic, environmental, 
or socioeconomic factors, were not fully controlled, po-
tentially introducing bias into the results.

Conclusion

Simple methods, such as association rules mining, and 
complex methods can provide valuable information 
and rules. On the other hand, predicting death using 
association rules and the CBA algorithm provides high-
accuracy predictions and can help diagnose death or 
survival. Therefore, in finding a more accurate model, 
this algorithm can be tested along with other machine 
learning algorithms to finally achieve an optimal and 
high-precision model for treating, preventing, or con-
trolling COVID-19.
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